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In this text, we are going to be dealing with what we call big numbers. Such numbers far exceed the
maximum value supported by fundamental single-variable data types in programming languages, such as the
64-bit integer, or the double type. Within a 64-bit integer variable, we are able to store numbers of up to
19 decimal digits. However, what do we do when that is no longer enough? If we, for whatever purpose,
need to store numbers that have potentially hundreds or even thousands of digits, we can no longer rely on
the basic built-in data types provided by programming languages, as there are no machine instructions that
operate on such big numbers. Thus, we have to resort to writing our own code that implements such big
numbers and the appropriate basic operations, such as addition and multiplication.

Before going into the technical details of implementing addition and multiplication on such numbers, we
are going to talk about how dealing with big numbers actually reduces to dealing with polynomials. We do
this because polynomials provide us with more flexibility, as they are not as restricted in their structure as
numbers themselves are. Afterwards, we will go through a number of increasingly faster algorithms used to
multiply polynomials.

Requirements. The final section of the manuscript is heavy on mathematics theory, containing a lot
of linear algebra, complex numbers, trigonometry and group theory. All of it is necessary to understand
how and why the Fast Fourier Algorithm works. If the mathematical proofs and analyses are too difficult,
it should still be possible to understand the idea behind the algorithm, but it may not all “click” together
without fully understanding the mathematical theory behind it that makes it work.
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1 Numbers are Polynomials

A polynomial is an expression consisting of a linear combination (addition, subtraction and multiplication)
of (non-negative) powers of variables. A general form of an n-order univariate (with only a single variable)
polynomial P with the variable x would be:

P (x) =

n∑
i=0

aix
i = anx

n + an−1x
n−1 + ...+ a1x+ a0

Coefficients ai can take any value, but it is assumed that an is not zero, as then the polynomial would
not be of the order n, but lower. Polynomials are used for algebraic representations of some concepts in
mathematics. For example, in geometry, an order-1 univariate polynomial would represent a straight line on
a plane:

P (x) = a1x+ a0

Whereas an order-1 multi-variate polynomial would represent a (possibly higher-order) plane. In the
three-dimensional space, that would be:

P (x, y) = ax+ by + c

More relevant to our topic, we can also use polynomials to represent numbers, if we set the coefficients of
the polynomial to the number’s digits, and if the variable represents the base of the numeric system of the
number. For example, the decimal number 52658 can be represented by a polynomial where the coefficients
are its digits:

P (x) = 5x4 + 2x3 + 6x2 + 5x+ 8

If we evaluate P (x) in the point x = 10, by substituting every occurrence of the variable x in the
expression with the number 10, we will obtain the exact decimal numerical value of

52658 = 5 · 104 + 2 · 103 + 6 · 102 + 5 · 10 + 8

Now let us observe two numbers 123 and 456, and their respective polynomials P (x) and Q(x):

P (x) = 1 · x2 + 2 · x1 + 3 · x0

Q(x) = 4 · x2 + 5 · x1 + 6 · x0

Adding these two polynomials is straightforward – we simply perform pair-wise addition of the coefficients
of the same order.

P (x) +Q(x) = (1 + 4) · x2 + (2 + 5) · x1 + (3 + 6) · x0

= 5 · x2 + 7 · x1 + 9 · x0

We see that P (x)+Q(x) corresponds to the number 579, which is indeed the sum of numbers 123 and 456.
This example works without any complications because the pair-wise coefficient sums all result in numbers
which are smaller than the base of the numeric system (in our case, the number 10). Let us examine how to
handle the opposite case.

Q(x) +Q(x) = (4 + 4) · x2 + (5 + 5) · x1 + (6 + 6) · x0

= 8 · x2 + 10 · x1 + 12 · x0

The result of adding 456 and 456 is 912, not 81012, so we cannot just directly read the coefficients of
the resulting polynomial as the resulting number. This is because the coefficients are breaking the rule
for numbers that no digit can be bigger than the base of the numeric system. Examining our resulting
polynomial closer, which apparently has “12 ones”, “10 tens” and “8 ten squares”, we can see that the
problem is one of ignoring the carry over within the coefficients. If we have “12 ones”, what we really have is
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“1 ten and 2 ones”, and “1 ten” has no business being inside the coefficient that is reserved only for “ones”,
so the “1 ten” needs to carry over into the coefficient of the immediately higher order. Thus, our polynomial
should look more like the following:

Q(x) +Q(x) = 8 · x2 + 11 · x1 + 2 · x0

Since the first-order coefficient 11 has the same problem, we need to carry over the higher-order part of
its own value further up the chain. Doing so, we obtain:

Q(x) +Q(x) = 9 · x2 + 1 · x1 + 2 · x0

Finally, all the coefficients now represent proper decimal digits, and indeed they match the expected
result of 912. From the above, we see how to handle polynomial addition, and how to get the resulting
number from it. In the remainder of the text, to make both the code and the analysis simpler, we will make
the assumption that the two polynomials are of the same order. This can be easily made true in practice by
padding the lower-order polynomial with zeroes as its high-order coefficients. Additionally, we will assume
that the conversion of the polynomial into a valid number is done as a post-processing step by a separate
function, and we will not concern ourselves with that for the remainder of the text.

1 void polynomial add ( const i n t ∗ A, const i n t ∗ B, const i n t n , i n t ∗ C) {
2 f o r ( i n t i = 0 ; i < n ; i++) C[ i ] = A[ i ] + B[ i ] ;
3 }

1 void carryOver ( i n t ∗ A, i n t & n) {
2 // We assume that the array A has a l r eady been a l l o c a t e d l a r g e enough to not cause

over f l ow
3 i n t carryOver = 0 ;
4 f o r ( i n t i = 0 ; i < n ; i++) {
5 A[ i ] += carryOver ;
6 carryOver = A[ i ] / 10 ;
7 A[ i ] %= 10 ;
8 }
9 whi le ( carryOver ) {

10 A[ n ] = carryOver ;
11 carryOver = A[ n ] / 10 ;
12 A[ n ] %= 10 ;
13 n++;
14 }
15 }

There isn’t really a way to make polynomial addition any faster than the linear algorithm we gave above.
At the very least, we have to read the coefficients of the polynomials once, which represents a tight lower
bound on the total addition time. However, multiplication is a different story, and provides a great example of
how clever utilization of both the classic algorithmic techniques and mathematics provides significant running
time improvements. We are going to go through these methods, from the slowest and most straightforward
one to increasingly more complex (no pun intended! (later, it will be clear why I wrote this remark)) and
fast algorithms.

2 The Naive Multiplication

In this approach, we simply multiply every term of one polynomial with every term of the other polynomial,
and add up the terms that have the same order of the variables to obtain the final coefficients.

P (x) ·Q(x) =

n∑
i=0

pix
i ·

n∑
j=0

qjx
j =

2n∑
k=0

xk(
∑

i+j=k

piqj)

1 void po lynomia l mul t ip ly ( const i n t ∗ A, const i n t ∗ B, const i n t n , i n t ∗ C) {
2 // We assume that the array C has a l r eady been a l l o c a t e d l a r g e enough to not cause

over f l ow
3 memset ( C, 0 , (2∗n − 2) ∗ s i z e o f (C [ 0 ] ) ) ;
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4 f o r ( i n t i = 0 ; i < n ; i++) {
5 f o r ( i n t j = 0 ; j < n ; j++) {
6 C[ i + j ] += A[ i ] ∗ B[ j ] ;
7 }
8 }
9 }

This algorithm is extremely simple and clean. Its running time, however, is O(n2), and it starts being
very slow once the order of the two polynomials grows past a few thousands.

3 The Karatsuba Algorithm

We will now analyze a divide & conquer algorithm by Anatoly Karatsuba. The algorithm is based on the
observation that multiplying two sums of two parts does not, in fact, require 4 multiplications. To illustrate,
observe the following:

(a+ b) · (c+ d) = ac+ ad+ bc+ bd

Following this formula, we require 4 unique multiplications and 4 additions in order to compute the
result. However, we can rewrite two of the terms the following way:

ad+ bc = ad+ bc+ (ac− ac) + (bd− bd)

= (ac+ ad+ bc+ bd) + (−ac− bd)

= (a+ b)(c+ d)− ac− bd

(1)

Thus, we have:

(a+ b) · (c+ d) = ac+ ad+ bc+ bd

= ac+ bd+ (ad+ bc)

= ac+ bd+ ((a+ b)(c+ d)− ac− bd)

While this expression looks more complex, the important thing to note is that the number of required
multiplications for computing the result is no longer 4. Now, we only need to perform 3 multiplications: ac,
bd and (a + b)(c + d). This is a good thing, because we have already seen that addition (and equivalently,
subtraction) is done in O(n) time, and that multiplication is the slow part. At this point, you might be
wondering how the above expression is supposed to help us multiply polynomials in time faster than O(n2),
when it’s about the sum of numbers. Moreover, this expression may seem not only more complex but also
useless, as the term (a+ b) · (c+ d) appears on both sides of the equation. To see why it is helpful, note that
a polynomial is just a sum of terms, and that addition allows arbitrary grouping of terms. In other words,
we can represent our polynomials as sums of their two halves. Assume that we split the polynomial in two
parts with the split being made right before the m-th coefficient (for some 0 < m < n):

P (x) =

n∑
i=0

pix
i =

m−1∑
i=0

pix
i +

n∑
i=m

pix
i =

m−1∑
i=0

pix
i + xm

n∑
i=m

pix
i−m

P (x) = a0x
0 + a1x

1 + ...+ anx
n

= (a0x
0 + ...+ am−1x

m−1) + xm(amx0 + am+1x
1 + ...+ anx

n−m)

The two expressions in the parentheses also represent polynomials, but of a lower order. Let us denote
these two polynomials that are composed of the lower-order and higher-order parts of P (x) by PL(x) and
PH(x), respectively. If we pick m to be equal to ⌊n

2 ⌋, then both of these polynomials will have order roughly
equal to half of that of the original polynomial.

P (x) = PL(x) + xmPH(x)

Multiplication of two polynomials represented this way then looks like:
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P (x) ·Q(x) = (PL(x) + xmPH(x))(QL(x) + xmQH(x))

= PL(x)QL(x) + xm( PL(x)QH(x) + PH(x)QL(x) ) + x2mPH(x)QH(x)

At last, we see the utility of Equation 1, which allows us to rewrite the middle term as:

PL(x)QH(x) + PH(x)QL(x) = (PL(x) + PH(x))(QL(x) +QH(x))− PL(x)QL(x)− PH(x)QH(x)

We have thus divided the problem of calculating P (x)Q(x) into 3 subproblems of the same form, to
calculate PL(x)QL(x), PH(x)QH(x), and (PL(x) + PH(x))(QL(x) + QH(x)). Now we can use recursion to
calculate the 3 products, and combine them into the final solution by raising the terms to the appropriate
order (multiplications by xm and x2m) and adding them up together.

The running time of this algorithm will obviously depend on the value of m that we choose. By setting
m = ⌊n

2 ⌋, we obtain the optimal split and ensure that each subproblem has size at most half of the original
one. The final act of adding the results from the subproblems together is done in linear time, and thus the
total running time is then described by the recursive formula:

T (n) = 3T (
n

2
) +O(n)

= O(nlog2 3)

≈ O(n1.59)

This represents a significant improvement over O(n2). Below, we give the code for the implementation
of Karatsuba which uses a temporary storage array for intermediate calculations.

1 void Karatsuba ( const i n t ∗ A, const i n t ∗ B, const i n t n , i n t ∗ C) {
2 // We assume that the array C has a l r eady been a l l o c a t e d as an array o f s i z e 2n
3 // We p lace c o e f f i c i e n t s o f A and B in the same array , p laced one a f t e r the other
4 f o r ( i n t i = 0 ; i < n ; i++) {
5 C[ i ] = A[ i ] ;
6 C[ n + i ] = B[ i ] ;
7 }
8 // The array temp i s used to hold c o e f f i c i e n t s o f (A L + A H) and (B L + B H) f o r t h e i r

mu l t i p l i c a t i o n
9 i n t ∗ temp = new in t [ 2 ∗ n ] ;

10 KaratsubaRecurs ive (C, temp , n) ;
11 de l e t e temp ;
12 }

1 void KaratsubaRecurs ive ( i n t ∗ A, i n t ∗ temp , const i n t n) {
2 i n t ∗ B = A + n ;
3 i f (n == 1) {
4 A[ 0 ] = A[ 0 ] ∗ B [ 0 ] ;
5 A[ 1 ] = 0 ;
6 }
7 e l s e {
8 // Ca lcu la te (A L + A H) and s t o r e i t in temp
9 f o r ( i n t i = 0 ; i < n/2 ; i++)

10 temp [ i ] = A[ i ] + A[ i + n / 2 ] ;
11 // Ca lcu la te (B L + B H) and s t o r e i t in temp + n/2
12 f o r ( i n t i = 0 ; i < n/2 ; i++)
13 temp [ i + n/2 ] = B[ i ] + B[ i + n / 2 ] ;
14 // Swap A H and B L so that A conta in s the c o e f f i c i e n t s o f A L and B L , and B

conta in s the c o e f f i c i e n t s o f A H and B H
15 f o r ( i n t i = 0 ; i < n/2 ; i++)
16 swap (A[ n/2 + i ] , B[ i ] ) ;
17 // Ca lcu la te A L ∗ B L , and l eave the r e s u l t in the f i r s t h a l f o f A
18 KaratsubaRecurs ive (A, temp + n , n/2) ;
19 // Ca lcu la te A H ∗ B H , and l eave the r e s u l t in the second ha l f o f A ( which i s B) ,

which corresponds to ” r a i s i n g the r e s u l t by xˆ{n}”
20 KaratsubaRecurs ive (B, temp + n , n/2) ;
21 // Ca lcu la te (A L + A H) ∗ (B L + B H)
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22 KaratsubaRecurs ive ( temp , temp + n , n/2) ;
23

24 // Ca lcu la te (A L + A H) ∗ (B L + B H) − A L ∗ B L − A H ∗ B H
25 f o r ( i n t i = 0 ; i < n ; i++)
26 temp [ i ] −= A[ i ] + B[ i ] ;
27 // ”Raise the polynomial s to r ed in temp by xˆ{n/2}” and add i t to the f i n a l r e s u l t
28 f o r ( i n t i = 0 ; i < n ; i++)
29 A[ n/2 + i ] += temp [ i ] ;
30 }
31 }

4 Multiplication via the Fast Fourier Transform

To understand what a Fast Fourier Transform is, and then how it can be applied to enable the fastest known
multiplication algorithm, we will have to dig deeper into math theory. Be warned, there lie linear algebra,
group theory, number theory and complex numbers ahead!

To summarize what follows, in the following subsections we will first look into the relation between
the coefficients of a polynomial and values it evaluates to, and explain what polynomial evaluation and
interpolation are. Next, we will introduce the Discrete Fourier Transform and roots of unity, and show a
few important properties of them, as well as their mutual relation. Finally, we will combine all the theory
and look at the Fast Fourier Transform algorithm.

4.1 Polynomial Evaluation and Interpolation

The standard representation of a univariate polynomial of the n-th order is via the sum of its terms and
their coefficients:

P (x) =

n∑
i=0

aix
i

Evaluating a polynomial is calculating its value in a given point x. For example, evaluation of P (x) in
the point x = 4 means calculating the value of

P (4) =

n∑
i=0

ai4
i

To get to where we are going with this more easily, let us look at what evaluation in some point x = v
looks like in matrix form.

P (v) =

n∑
i=0

aiv
i =

[
v0 v1 · · · vn

]
×


a0
a1
...
an


If we want to evaluate P (x) in both x = v0 and x = v1, we can write

[
P (v0)
P (v1)

]
=

[
v0

0 v0
1 · · · v0

n

v1
0 v1

1 · · · v1
n

]
×


a0
a1
...
an


In fact, if the matrix in the middle, which is holding the powers of the values that the polynomial is

being evaluated in, were a square matrix of the same order as the number of coefficients, it could have an
inverse and we could get a formula to calculate the coefficients of the polynomial. So let’s add more points
v2, ..., vn to the equation:
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
P (v0)
P (v1)

...
P (vn)

 =


v0

0 v0
1 · · · v0

n

v1
0 v1

1 · · · v1
n

...
...

. . .
...

vn
0 vn

1 · · · vn
n

×


a0
a1
...
an


If the inverse of the middle matrix exists, then we can multiply both sides from the left with the inverse

to obtain 
v0

0 v0
1 · · · v0

n

v1
0 v1

1 · · · v1
n

...
...

. . .
...

vn
0 vn

1 · · · vn
n


−1

×


P (v0)
P (v1)

...
P (vn)

 =


a0
a1
...
an


In order for a matrix to have an inverse, it suffices for its determinant to not be zero. This process of

calculating the coefficients of a polynomial, given a number of points that correspond to the order of the
polynomial, as well as the values of the polynomial in those same points, is called interpolation.

The matrix whose inverse is required to exist for the above to be calculable has a very specific form, and
it is called a Vandermonde matrix Vn(v0, ..., vn).

Vn(v0, ..., vn) =


v0

0 v0
1 · · · v0

n

v1
0 v1

1 · · · v1
n

...
...

. . .
...

vn
0 vn

1 · · · vn
n


The determinant of this matrix has a special form

det(Vn(v0, ..., vn)) =
∏

0≤i<j≤n

(vj − vi)

The requirement for a product to not be equal to zero is that none of its factors equal zero. Thus, the
requirement for this determinant to be non-zero is that no pair of vj and vi is equal. Therefore, to guarantee
that interpolation of an n-order polynomial P (x) can be performed, we simply need to evaluate it in n+ 1
different points.

Neat. However, why do we care about evaluation and interpolation in the context of multiplication of
polynomials? Well, it turns out that once two polynomials have been evaluated in a given point, calculating
the evaluation of the polynomial that is their product in that same point is trivial. Indeed, once we evaluate
P (x) in a point x = v, the result is just a number P (v). Evaluating Q(x) in that same point also gives us just
a number Q(v). Thus, the evaluation of P (x)Q(x) in x = v is also just a number P (v)Q(v), which we obtain
with just one multiplication of two numbers. So if P (x)Q(x) has order m, and we evaluate P (x) and Q(x) in
m different points v0, ..., vm, then we can calculate the coefficients of P (x)Q(x) by calculating P (v0)Q(v0),
..., P (vm)Q(vm) in time O(m), and then inverting the matrix Vm(v0, ..., vm), and finally multiplying it with
the vector of evaluated values P (v0)Q(v0), ..., P (vm)Q(vm).

The general algorithm for multiplication via evaluation and interpolation is given by the following. Let
P (x) and Q(x) be two polynomials of order n. To obtain the coefficients of P (x)Q(x):

1. Evaluation: Evaluate P (x) and Q(x) on 2n+ 2 different points

2. Multiplication: Pair-wise multiply the 2n+ 2 evaluated values together

3. Interpolation: Calculate the inverse of the Vandermonde matrix of the evaluation points, and mul-
tiply the inverted Vandermonde matrix with the vector of evaluated values to obtain the coefficients
of P (x)Q(x)

Multiplication itself is the fastest part of this algorithm, and is done in O(n) time. Evaluation requires
O(n2) time in general case. Interpolation is by far the slowest part for the general case, requiring a little under
O(n3) time for matrix inversion to execute. Even the naive polynomial multiplication algorithm is faster

8



than this. However, by carefully choosing the evaluation points v0, ..., v2n+1, evaluation and interpolation
can be performed much faster, ultimately resulting in an algorithm that is faster than even the Karatsuba
algorithm.

4.2 Complex Roots of Unity

Generally, a complex number z, consisting of a real part a and an imaginary part b, is written as z = a+ bi,
where i is the imaginary unit. z is not a real number because the imaginary unit is defined as i2 = −1, and√
−1 is not a real number. A complex conjugate of a complex number z = a + bi, denoted by z, is defined

as z = a − bi. That is, a complex conjugate of a complex number is a complex number with the same real
part, and a complex part of the same magnitude but opposite sign.

Now we introduce a group of special complex numbers that will be used for our purpose of evaluation
and interpolation of polynomials. N-th root of unity, for a given positive integer n, is any number z such
that zn = 1. An n-th root of unity z is primitive if zk ̸= 1 for every k ∈ {1, ..., n − 1}, i.e. the smallest
positive integer for which z is a root of unity is n.

Complex n-th roots of unity are defined as

ωk
n = e

2πik
n = cos(

2πk

n
) + i sin(

2πk

n
) (k ∈ N)

From the definition, we then have that:

ωk
n = e

2πik
n = cos(

2πk

n
)− i sin(

2πk

n
) = cos(−2πk

n
) + i sin(−2πk

n
) = e

−2πik
n = ω−k

n

Claim 1. ω1
n is a primitive n-th root of unity.

Proof. First, we show that (ω1
n)

n
= 1.

(ω1
n)

n
= (e

2πi
n )n = e2πi = cos(2π) + isin(2π) = 1 + i0 = 1

Next, we show that for a k ∈ {1, 2, ..., n} such that (ω1
n)

k
= 1, it must be that k = n.

1 = (ω1
n)

k
= (e

2πi
n )k = e

2πik
n = cos(

2πk

n
) + isin(

2πk

n
)

Combining this with (ω1
n)

n
= 1, we have:

cos(
2πk

n
) + isin(

2πk

n
) = cos(2π) + isin(2π)

(cos(
2πk

n
)− cos(2π)) + i(sin(

2πk

n
)− sin(2π)) = 0

A complex number is zero if both its real and its imaginary parts are zero, thus it must be that both:

cos(
2πk

n
)− cos(2π) = 0

sin(
2πk

n
)− sin(2π) = 0

For the first part:

cos(
2πk

n
)− cos(2π) = 0

cos(
2πk

n
) = cos(2π) = 1

We know that the cosine function periodically has value 1 only if its argument is 0 or 2π, thus it must
be that:

9



2πk

n
= 0 ∨ 2πk

n
= 2π

k = 0 ∨ k = n

For the second part:

sin(
2πk

n
)− sin(2π) = 0

sin(
2πk

n
) = sin(2π) = 0

We know that the sine function periodically has value 0 only if its argument is 0, π or 2π, thus it must
be that:

2πk

n
= 0 ∨ 2πk

n
= π ∨ 2πk

n
= 2π

k = 0 ∨ k =
n

2
∨ k = n

Since both parts have to be zero, the only valid values of k are the ones that satisfy both the first and
the second part, which is k ∈ {0, n}. Since for our proof k = 0 is not valid, the only remaining possibility is
k = n, thus proving that no other positive integer value of k lower than n applies.

Claim 2. For any k < l ∈ {1, 2, ..., n}, ωk
n ̸= ωl

n.

Proof. Assume that there exists a pair k, l ∈ {1, 2, ..., n} such that ωk
n = ωl

n.

cos(
2πk

n
) + isin(

2πk

n
) = cos(

2πl

n
) + isin(

2πl

n
)

⇐⇒ (cos(
2πk

n
)− cos(

2πl

n
)) + i(sin(

2πk

n
)− sin(

2πl

n
)) = 0

⇐⇒ cos(
2πk

n
)− cos(

2πl

n
) = 0 ∧ sin(

2πk

n
)− sin(

2πl

n
) = 0

a) The real part:

cos(
2πk

n
)− cos(

2πl

n
) = 0

⇐⇒ cos(
2πk

n
) = cos(

2πl

n
)

⇐⇒ 2πk

n
=

2πl

n
∨ 2πk

n
= −2πl

n

⇐⇒ k = l ∨ k = −l

b) The imaginary part:

sin(
2πk

n
)− sin(

2πl

n
)

⇐⇒ sin(
2πk

n
) = sin(

2πl

n
)

⇐⇒ 2πk

n
=

2πl

n
∨ 2πk

n
= π − 2πl

n
=

2π n
2

n
− 2πl

n
=

2π(n2 − l)

n

⇐⇒ k = l ∨ k =
n

2
− l

Only k = l satisfies both a) and b), thus we conclude our proof.
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So far, we have proved that (1) ω1
n is the primitive n-th complex root of unity, and (2) no two n-th

complex roots of unity for k ∈ {1, 2, ..., n} are the same. Remembering our matrix formulae for evaluation
and interpolation of polynomials, that means that n-th complex roots of unity represent a set of n distinct
points which would result in a non-zero determinant of the Vandermonde matrix. Additionally, note that
{ω0

n, ω
1
n, ..., ω

n−1
n } forms a cyclic group of order n with respect to multiplication, generated by ω1

n. Therefore,
for any integer k ∈ {0, 1, ..., n− 1}, we have that (3):

ωn+k
n = ωk

n

ω−k
n = ωn−k

n

4.3 Discrete Fourier Transform

The Discrete Fourier Transform (DFT) of a set of n complex numbers {v0, v1, ..., vn−1} transforms them
into another set of numbers {f(v0), f(v1), ..., f(vn−1)}, defined by:

f(vk) =

n−1∑
m=0

vme−
2πikm

n =

n−1∑
m=0

vmω−km
n

We see that f(vk) is equal to the evaluation of the polynomial P (x) =
∑n−1

m=0 vmxm in point x = ω−k
n .

Therefore, evaluation of a polynomial P (x) =
∑n−1

i=0 aix
i in the n-th complex roots of unity is the same as

computing the DFT of {a0, a1, ..., an−1}, which we will denote as DFT (P ). Now, let us look at the resulting
equation in the matrix form again.

P (ω0
n)

P (ω1
n)

...
P (ωn−1

n )

 =


(ω−0

n )0 (ω−0
n )1 · · · (ω−0

n )n−1

(ω−1
n )0 (ω−1

n )1 · · · (ω−1
n )n−1

...
...

. . .
...

(ω
−(n−1)
n )0 (ω

−(n−1)
n )1 · · · (ω

−(n−1)
n )n−1

×


a0
a1
...

an−1



⇐⇒


P (ω0

n)
P (ω1

n)
...

P (ωn−1
n )

 =


ω−0·0
n ω−0·1

n · · · ω
−0·(n−1)
n

ω−1·0
n ω−1·1

n · · · ω
−1·(n−1)
n

...
...

. . .
...

ω
−(n−1)·0
n ω

−(n−1)·1
n · · · ω

−(n−1)·(n−1)
n

×


a0
a1
...

an−1


A great feature of the Vandermonde matrix in the n-th complex roots of unity is that it is very close

to a unitary matrix. A unitary matrix M is a matrix whose inverse is equal to its transpose conjugate, i.e.
M−1 = MT . A matrix is a unitary matrix iff its rows form an orthonormal basis, i.e. for every two of its
rows, their inner product is equal to 0 if they are different rows, and equal to 1 if they are the same row. So
let us see what the inner product of two rows i, j of the above matrix looks like.

⟨(ω−i·0
n , ω−i·1

n , · · · , ω−i·(n−1)
n ), (ω−j·0

n , ω−j·1
n , · · · , ω−j·(n−1)

n )⟩ =
n−1∑
k=0

ω−ik
n ω−jk

n =

n−1∑
k=0

ω−ik
n ωjk

n =

n−1∑
k=0

ωk(j−i)
n

⇐⇒ ⟨(ω−i·0
n , ω−i·1

n , · · · , ω−i·(n−1)
n ), (ω−j·0

n , ω−j·1
n , · · · , ω−j·(n−1)

n )⟩ =
n−1∑
k=0

(ω(j−i)
n )k

If i ̸= j, then i − j ̸= 0 and ω
k(j−i)
n ̸= ω0

n = 1. Thus we can use the formula for the n-th sum of a
geometric series:

n−1∑
i=0

ri =
1− rn

1− r

11



=⇒ ⟨(ω−i·0
n , ω−i·1

n , · · · , ω−i·(n−1)
n ), (ω−j·0

n , ω−j·1
n , · · · , ω−j·(n−1)

n )⟩ = 1− (ωj−i
n )n

1− ωj−i
n

=
1− (ωn

n)
j−i

1− ωj−i
n

=
1− 1

1− ωj−i
n

=⇒ ⟨(ω−i·0
n , ω−i·1

n , · · · , ω−i·(n−1)
n ), (ω−j·0

n , ω−j·1
n , · · · , ω−j·(n−1)

n )⟩ = 0

So we know that if the two rows are different, their inner product is zero.

Now, if i = j, then ω
k(j−i)
n = ω0

n = 1, and we have:

⟨(ω−i·0
n , ω−i·1

n , · · · , ω−i·(n−1)
n ), (ω−j·0

n , ω−j·1
n , · · · , ω−j·(n−1)

n )⟩ =
n−1∑
k=0

1 = n

So the matrix Vn is not unitary in n-th complex roots of unity because the inner product of a row with
itself does not equal 1. However, since we know it equals n, we can create a new matrix M = 1√

n
Vn−1, which

should be unitary.

⟨ 1√
n
(ω−i·0

n , ω−i·1
n , · · · , ω−i·(n−1)

n ),
1√
n
(ω−j·0

n , ω−j·1
n , · · · , ω−j·(n−1)

n )⟩ =
n−1∑
k=0

1

n
(ω(j−i)

n )k =
1

n

n−1∑
k=0

(ω(j−i)
n )k

Now when i = j, the result will be:

1

n

n−1∑
k=0

(ω0
n)

k =
1

n

n−1∑
k=0

1 =
1

n
n = 1

Then the inverse of the matrix M = 1√
n
Vn−1 is going to be:

M−1 = MT = (
1√
n
Vn−1)T =

1√
n
V T
n−1 =

1√
n


ω−0·0
n ω−0·1

n · · · ω
−0·(n−1)
n

ω−1·0
n ω−1·1

n · · · ω
−1·(n−1)
n

...
...

. . .
...

ω
−(n−1)·0
n ω

−(n−1)·1
n · · · ω

−(n−1)·(n−1)
n



⇐⇒ M−1 =
1√
n


ω0·0
n ω0·1

n · · · ω
0·(n−1)
n

ω1·0
n ω1·1

n · · · ω
1·(n−1)
n

...
...

. . .
...

ω
(n−1)·0
n ω

(n−1)·1
n · · · ω

(n−1)·(n−1)
n


We see that the matrix on the right side is also a Vandermonde matrix, but instead of using powers of

ω−1
n as in the evaluation, it uses powers of ω1

n for interpolation. As the result, we have:

M =
1√
n
Vn−1(ω

−1
n ) ∧ M−1 =

1√
n
Vn−1(ω

1
n)

=⇒


P (ω0

n)
P (ω1

n)
...

P (ωn−1
n )

 = Vn−1(ω
−1
n )×


a0
a1
...

an−1



⇐⇒


P (ω0

n)
P (ω1

n)
...

P (ωn−1
n )

 =
√
nM ×


a0
a1
...

an−1



⇐⇒ M−1 ×


P (ω0

n)
P (ω1

n)
...

P (ωn−1
n )

 =
√
n


a0
a1
...

an−1


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⇐⇒ 1√
n
Vn−1(ω

1
n)×


P (ω0

n)
P (ω1

n)
...

P (ωn−1
n )

 =
√
n


a0
a1
...

an−1



⇐⇒ 1

n
Vn−1(ω

1
n)×


P (ω0

n)
P (ω1

n)
...

P (ωn−1
n )

 =


a0
a1
...

an−1


The above is interesting – namely, if we evaluate the polynomial in the inverse n-th roots of unity ω−1

n

(i.e. if we compute its DFT), then we can interpolate it and calculate its coefficients by simply computing
the DFT of its evaluation on the (non-inverse) n-th roots of unity ω1

n, and dividing the result of that by
n. The reason that this is great news is that the Fast Fourier Transform (FFT) algorithm enables us to
compute the DFT of a set of n numbers in time O(n log n), as we will see in the following subsection.

Before going into FFT, let us update our general multiplication scheme via evaluation and interpolation
with the findings that we have collected so far. Let P (x) and Q(x) be two polynomials of order n − 1. To
obtain the 2n coefficients of P (x)Q(x):

1. Evaluation: Compute DFTs of P (x) and Q(x) with ω−1
2n as the root

2. Multiplication: Pair-wise multiply the 2n evaluated values together

3. Interpolation: Calculate the DFT of the 2n multiplied evaluated values with ω1
2n as the root (i.e.

compute the inverse DFT), and divide the numbers obtained as the result by 2n, to obtain the coeffi-
cients of P (x)Q(x)

Now that steps 1 and 3 are reduced to the identical subproblem (computing the DFT in both cases, but
with primitive roots of unity that are inverses of each other), the only thing that remains is to show how to
efficiently compute the DFT.

4.4 The Fast Fourier Transform Algorithm

The Fast Fourier Transform (FFT) is an algorithm for efficient computation of the DFT of a set of numbers.
Let us write down the problem that it solves formally. Let a0, a1, ..., an−1 be a set of n numbers, and let
P (x) represent the polynomial formed by the coefficients corresponding to those same numbers:

P (x) =

n−1∑
i=0

aix
i

The goal is to compute the Discrete Fourier Transform of a0, a1, ..., an−1 with the root ω1
n, i.e. compute

the values P (ω0
n), P (ω1

n), ..., P (ωn−1
n ).

FFT is a divide & conquer algorithm, and it relies on splitting the polynomial into two parts of half
the size, for which DFT can be recursively computed, and then combining that somehow into the overall
solution and obtaining the DFT of the original polynomial. The divide step relies on splitting the terms of
the polynomial into those that have even-order powers of x, and those that have odd-order powers of x. For
our analysis, let us assume that n is an even number and it can be split into two equal halves.

P (x) =

n−1∑
i=0

aix
i

= a0x
0 + a1x

1 + ...+ an−1x
n−1

= (a0x
0 + a2x

2 + ...+ an−2x
n−2) + (a1x

1 + a3x
3 + ...+ an−1x

n−1)

= (a0x
0 + a2x

2 + ...+ an−2x
n−2) + x(a1x

0 + a3x
2 + ...+ an−1x

n−2)

= (a0(x
2)0 + a2(x

2)1 + ...+ an−2(x
2)

n
2 −1) + x(a1(x

2)0 + a3(x
2)1 + ...+ an−1(x

2)
n
2 −1)

= PE(x
2) + xPO(x

2)

(2)
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If we denote the polynomial in x2 that contains P (x)’s even-order coefficients by PE(x
2), and the one

that contains P (x)’s odd-order coefficients by PO(x
2), we see that evaluating a polynomial in a point x can

be reduced to evaluating two polynomials of half the size in x2, and then computing the result through a
single number multiplication and addition.

While this formula represents the basis of FFT, we need to analyze why it actually works and why it
results in an efficient algorithm. For example, since the goal is to compute the DFT of the original polynomial,
would each level of recursion have to evaluate all the subpolynomials in all the original n-th complex roots of
unity, even as the problems keep shrinking to sizes n

2 ,
n
4 ,

n
8 , ...? The running time of such an algorithm would

be ω(n2), as even just the leaf-level of the recursion tree would spend Θ(n2) time. Therefore, we need to
make it so that each subproblem evaluates the polynomial in at most half the points. This could be achieved
if the values that the polynomial is being evaluated on represent n

2 pairs of values with the opposite sign, as
then the following would be true:

P (±v) = PE(v
2)± vPO(v

2)

Thus, by evaluating PE(v
2) and PO(v

2), we would have the result ready for both P (v) and P (−v).
However, we are squaring v for the next level of recursion, so we would lose the plus/minus pairs, right?
With general real numbers, yes – but we are not working with general, or even real, numbers. We are
evaluating the polynomial on the n-th complex roots of unity, and it turns out that (i) when you square n-th
complex roots of unity, you obtain the n

2 -th complex roots of unity; as well as that (ii) the n-th complex
roots of unity form plus/minus pairs.

Claim 3. Let n be an even number. Then the n-th complex roots of unity form plus/minus pairs ±1,±ω1
n, ...,±ω

n
2 −1
n

Proof.

ω
k+n

2
n = e

2πi(k+n
2

)

n = e
2πik
n e

2πi n
2

n = ωk
ne

πi = ωk
n(cos(π) + i sin(π)) = ωk

n(−1 + i0) = −ωk
n

Claim 4. When squared, the plus/minus pairs of n-th complex roots of unity form n
2 -th complex roots of

unity.

Proof.

(±ωk
n)

2 = ω2k
n = e

2πi2k
n = e

2πik
n
2 = ωk

n
2

Thus, we now know for certain that at every step of recursion where the number of coefficients is n:
(i) we are evaluating a polynomial of order n in the n-th roots of unity, (ii) the n-th roots of unity form
plus/minus pairs, (iii) two subproblems need to be evaluated on roots of unity whose number is half the
size of the current, whose primitive root we get by simply squaring the current primitive root, and that
again form plus/minus pairs? Almost! The plus/minus pairs property of the n-th complex roots of unity
relies on the assumption that n is an even number (Claim 3). The only way to guarantee that n is an even
number at each step of recursion is for the original set of numbers whose DFT we are computing to have the
number of elements which is a power of 2. Thus, we have to pad the high-order coefficients of the original
polynomial with 0 until their number represents a power of 2. With this adjustment made, now the required
math checks out at every level of recursion, and this leads to an algorithm whose running time is described
by T (n) = 2T (n2 ) + Θ(n), which results in a total running time of Θ(n log n). Below, we give a recursive
implementation of the FFT algorithm for computing the DFT, given a primitive root (ω1

n or ω−1
n ).

1 void FFT( const complex<double> ∗ P, const i n t n , complex<double> ∗ DFT, const complex<double
> pr imit iveRoot ) {

2 // We assume that the array DFT has a l r eady been a l l o c a t e d as an array o f s i z e n , and
that n i s a power o f 2

3 f o r ( i n t i = 0 ; i < n ; i++) {
4 DFT[ i ] = P[ i ] ;
5 }
6 // The array temp i s used to separa t e the c o e f f i c i e n t s i n to even and odd
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7 complex<double> ∗ temp = new complex<double> [ n ] ;
8 FFTRecursive (DFT, temp , n , pr imit iveRoot ) ;
9 de l e t e temp ;

10 }

1 void FFTRecursive ( complex<double> ∗ DFT, complex<double> ∗ temp , const i n t n , complex<double
> root ) {

2 i f (n > 1) {
3 // Separate the c o e f f i c i e n t s
4 f o r ( i n t i = 0 ; i < n/2 ; i++) {
5 temp [ i ] = DFT[2∗ i ] ;
6 temp [ n/2 + i ] = DFT[2∗ i + 1 ] ;
7 }
8 memcpy(DFT, temp , n ∗ s i z e o f (DFT[ 0 ] ) ) ;
9

10 // Evaluate PE(v2)
11 FFTRecursive (DFT, temp , n/2 , root ∗ root ) ;

12 // Evaluate PO(v2)
13 FFTRecursive (DFT + n/2 , temp , n/2 , root ∗ root ) ;
14

15 // P (±v) = PE(v2)± vPO(v2)
16 complex<double> omega k (1 , 0) ;
17 f o r ( i n t k = 0 ; k < n/2 ; k++, omega k ∗= root ) {
18 complex<double> t = omega k ∗ DFT[ n/2 + k ] ;
19 DFT[ n/2 + k ] = DFT[ k ] − t ;
20 DFT[ k ] = DFT[ k ] + t ;
21 }
22 }
23 }

4.5 Division and Interpolation

Polynomial division of P (x) with Q(x) is the problem of finding polynomials q(x) and r(x), such that
P (x) = Q(x)q(x) + r(x), where q(x) is the quotient polynomial and r(x) is the remainder polynomial.

Having gone over our algorithm for fast polynomial multiplication, one might ask whether we can employ
polynomial evaluation and interpolation to perform polynomial division, and consequently the division of
big numbers. Based on the multiplication algorithm, the intuition here would be to evaluate P (x) and
Q(x) by computing their DFTs, divide their values in the complex roots of unity to obtain evaluation of
P (x)/Q(x), and then finally interpolate the P (x)/Q(x) polynomial by calculating the inverse DFT. However,
this algorithm does not work, for multiple reasons.

The first reason is that there simply may not exist a polynomial that accurately represents P (x)/Q(x),
as is the case any time that the remainder r(x) is not zero. Thus, we unfortunately cannot use interpolation to
perform polynomial division in the general case. Even if we restrict our attention to cases where there would
be no remainder, such as when we are dividing polynomials that represent big numbers whose division results
in an integral value (something that we generally cannot guarantee), the approach still does not work, for
the second reason, which is continuity. The process of interpolation of a polynomial’s coefficients attempts
to interpolate the function represented by the polynomial, given its values in a number of different points
in a plane. In the case of multiplication of two polynomials, this works without any problems. P (x) and
Q(x) represent functions that are continuous everywhere, and their product P (x)Q(x) is also a polynomial
that is continuous everywhere. However, in the case of division, the function P (x)/Q(x) is generally not a
continuous function. It has asymptotes at every point in which Q(x) evaluates to 0. If such points intersect
the interval of complex roots of unity that we have evaluated the two polynomials at, or even simply come
close to it, then the behavior of the function P (x)/Q(x) will not be accurately represented by interpolation.
As an example, let us observe polynomials P (x) = 9x (representing the number 90) and Q(x) = 4x + 5
(representing the number 45). Q(x) has a root at x = −5

4 , which is very close to a root of unity −1. Even
though the polynomial that is the result of interpolating P (x)/Q(x) should evaluate to 2 in x = 10, the
inverse DFT of P (x)/Q(x) is going to return weird coefficients, and the resulting polynomial will evaluate
to 46 in x = 10.
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